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Abstract—Ultrasound signal acquisition platforms generate considerable amounts of data to be stored and processed, especially when multichannel scanning or beamforming is employed. Reducing the mass storage and allowing high-speed data transmission necessitates the compression of ultrasonic data into a representation with fewer bits. High compression accuracy is crucial in many applications, such as ultrasonic medical imaging and nondestructive testing (NDT). In this study, we present learning models for massive ultrasonic data compression on the order of megabytes. A common and highly efficient compression method for ultrasonic data is signal decomposition and subband elimination using wavelet packet transformation (WPT). We designed an algorithm for finding the wavelet kernel that provides maximum energy compaction and the optimal subband decomposition tree structure for a given ultrasonic signal. Furthermore, the WPT convolutional autoencoder (WPTCAE) compression algorithm is proposed based on the WPT compression tree structure and the use of machine learning for estimating the optimal kernel. To further improve the compression accuracy, an autoencoder (AE) is incorporated into the WPTCAE model to build a hybrid model. The performance of the WPTCAE compression model is examined and benchmarked against other compression algorithms using ultrasonic radio frequency (RF) datasets acquired in NDT and medical imaging applications. The experimental results clearly show that the WPTCAE compression model provides improved compression ratios while maintaining high signal fidelity. The proposed learning models can achieve a compression accuracy of 98% by using only 6% of the original data.

Index Terms—Convolutional autoencoder (CAE), data compression, ultrasonic signals, unsupervised learning, wavelet packet transformation (WPT).

I. INTRODUCTION

WAVELET packet transformation (WPT) is a widely used algorithm for signal compression, denoising, and watermarking [1]–[3]. WPT is particularly efficient for compressing transient signals. Ultrasound nondestructive testing (NDT) data and medical imaging datasets are composed of wavelets and are well suited for WPT compression [4], [5]. The autoencoder (AE) is an unsupervised learning model that can be used for dimension reduction, feature extraction, signal compression, and denoising [6]–[8]. The convolutional AE (CAE) contains convolution layers, which can achieve better performance with fewer trainable weights, especially when high-resolution images are processed [9], [10]. In this study, we designed a WPT CAE (WPTCAE) for ultrasonic signal compression. This approach offers a substantial performance enhancement compared with WPT-based signal compression. In other words, WPTCAE is a modified WPT filter bank for optimal performance determined by ultrasonic training data.

The WPTCAE model for data compression demands that the wavelet kernels have a reasonable resemblance to the signals in the dataset, as is the case for ultrasonic signals consisting of wavelets. Fig. 1 shows the design flow of the WPTCAE compression system composed of four functional blocks: 1) ultrasonic data acquisition; 2) WPT compression optimization; 3) WPTCAE compression model implementation and training; and 4) WPTCAE compression and reconstruction.

In ultrasonic NDT or medical imaging applications, the pulser/receiver is used to acquire ultrasonic A-Scans (amplitude scans), as shown in Fig. 1(A2). By scanning or beamforming, one obtains a dataset of ultrasonic B-Scans that can reveal the inner structure of materials or tissues, as shown in Fig. 1(A3). Ultrasonic B-Scans are 2-D ultrasonic images that are composed of a spatial sequence of A-Scans. Consequently, A-Scans are ideal signals for analyzing the performance of the proposed WPTCAE compression algorithm.

Fig. 1(B) shows the procedure for finding the optimal WPT compression scheme for a given ultrasonic dataset. The success of the WPT compression algorithm strongly relies on selecting the proper wavelet kernel and decomposition tree structure. To find the optimal WPT compression solution for a given dataset, a Python script is implemented to search for the optimal wavelet kernel and the structure of the WPT decomposition tree. Fig. 1(B3) shows the processing blocks involved in decomposition diagrams of the WPT compression algorithm where three subband components are selected as the compressed data. Fig. 1(B4) shows the reconstruction diagram associated with Fig. 1(B3).

Fig. 1(C) shows the procedure for building and training the WPTCAE compression model using TensorFlow [11]. The WPTCAE model has two functional blocks: an encoder for signal compression and a decoder for signal reconstruction. As shown in Fig. 1(C2), the structure and initial coefficients are designed according to the optimal WPT compression algorithm acquired in Fig. 1(B). The WPTCAE encoder/decoder is trained with the backpropagation algorithm.
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Fig. 1 illustrates the ultrasonic data compression and reconstruction with the trained WPTCAE model. As shown in Fig. 1(D1), the compression of the dataset is achieved by passing the ultrasonic dataset through the trained WPTCAE encoder. Fig. 1(Dg2) shows the ultrasonic data reconstruction process using the WPTCAE decoder.

The evaluation criteria for benchmarking the compression algorithms include the compression ratio (defined as the original data size over the compressed data size) and the percentile mean square error (PMSE) in the recovery of the compressed signal or Pearson’s correlation coefficient (PCC). The PMSE of the reconstructed signal $S_{re}$ and the original signal $S_{org}$ is defined as

$$\text{PMSE}(S_{org}, S_{re}) = 100 \times \frac{\sum_{i=0}^{N}(S_{org}[i] - S_{re}[i])^2}{\sum_{i=0}^{N}(S_{org}[i])^2}. \quad (1)$$

A lower PMSE means a closer similarity in mean square sense. The PCC is defined as

$$\text{PCC}(S_{org}, S_{re}) = \frac{\text{cov}(S_{org}, S_{re})}{\sigma(S_{org})\sigma(S_{re})} \quad (2)$$

which can measure the similarity between $S_{org}$ and $S_{re}$. In (2), the symbols $\text{cov}$ and $\sigma$ represent the covariance and the standard deviation, respectively. The value of the PCC lies between $-1$ and $+1$. An ideal compression algorithm has a PCC value close to $+1$. The PCC is well suited for measuring the overall similarity of the reconstructed and original signals.

To benchmark the proposed WPTCAE compression model, we used two types of ultrasonic image datasets, as described in Section II. One type is the ultrasonic NDT data that we acquired in our research laboratory [12], and the other is the Open Access Series of Breast Ultrasonic Data (OASBUD) [13]. Section III introduces the proposed data compression models and their training procedures using the ultrasonic experimental data. Section IV presents the performance evaluation of the compression algorithms, as well as evaluating the impact of data quantization for further data reduction. Section V concludes the article.

II. ULTRASONIC DATASETS FOR BENCHMARKING

Sections II-A and II-B introduce two ultrasonic datasets for compression analysis. The dataset presented in Section II-A contains ultrasonic backscattered echoes acquired by NDT of a steel block. Section II-B presents ultrasonic medical images available in the public domain, called the OASBUD dataset [13]. The NDT and OASBUD datasets are used to evaluate the compression efficiency and reconstruction signal fidelity.

A. Ultrasonic NDT Steel Block 2-D-Scan Dataset

The ultrasonic NDT dataset contains ultrasonic backscattered echoes from the microstructure of a steel block with a dimension of $100 \times 100 \times 224$ mm$^3$, using a 5-MHz piezoelectric transducer and sampling frequency of 100 MHz. The acquired ultrasonic backscattered signals can be used for grain size estimation and flaw detection [14], [15]. Two stepper motors in the system allow 1-D or 2-D scans. For the 2-D scan, we acquire $128 \times 128$ A-Scans representing information on volumetric scattering within the steel block. Fig. 2 shows the plot of a randomly selected ultrasonic A-Scan from the NDT dataset and its power spectral density (PSD). The measured A-Scan represents the microstructure (grains) scattering within the steel block [16], [17]. This is a typical ultrasonic scattering signal consisting of multiple interfering echoes with random amplitudes and arrival times. The PSD of the signal indicates that the spectrum of the signal has a center frequency of 5 MHz. Each A-Scan contains 2048 data points. Fig. 3 shows five B-Scans plotted using the filtered...
The dataset is acquired using an immersive ultrasonic transducer centered at 5 MHz with a sampling frequency of 100 MHz.

The B-Scan covers 60.83 mm in the depth of the steel block since the sound speed in steel is 5940 m/s [19]. Before plotting the B-Scans, the amplitude of each A-Scan has been preprocessed by the Hilbert transform to reveal its envelope. Similar results can be obtained in the medical imaging applications for tissue characterization.

**B. Ultrasonic OASBUD Medical Image Data Set**

The OASBUD dataset represents ultrasonic backscattered echoes acquired with a 40-MHz sampling frequency from breast lesions of patients [13]. We chose 45 ultrasonic B-Scans from the OASBUD dataset to test the proposed compression algorithms; each B-Scan contains 510 A-Scans. Fig. 4 shows a randomly selected A-Scan and its PSD from the OASBUD dataset. Fig. 5 shows five B-Scans of the OASBUD dataset plotted using the same processing procedure, as used in Fig. 3. The collected B-Scans cover 39.4 mm in the depth of the breast tissue if we assume that the speed of sound in tissue is 1540 m/s. Comparing Fig. 5 against Fig. 3 reveals that the OASBUD dataset has a higher degree of texture variation in the B-Scans than the steel block dataset.

**III. TRAINING DATA COMPRESSION MODELS USING ULTRASONIC EXPERIMENTAL DATA**

This section introduces four unsupervised learning models for data compression algorithms: AE, CAE, WPTCAE, and a WPTCAE/AE hybrid model. These compression models typically consist of two components: an encoder for data compression and a decoder for data reconstruction. These compression algorithms are regarded as unsupervised learning methods since they do not need explicit labels during training. Section III-A introduces AE and CAE algorithms. Section III-B presents the WPTCAE model for ultrasonic data compression. The structure of the WPTCAE model is designed based on the conventional WPT compression.
algorithm. A Python program is implemented to find the optimal WPT compression scheme for both the NDT and the OASBUD datasets. Section III-C introduces a hybrid model that combines the AE and WPTCAE models, a combination referred to as the WPTCAE/AE, for improved compression accuracy.

### A. Autoencoder and Convolutional Autoencoder

Fig. 6 shows a typical AE model consisting of an encoder and a decoder. The output of the AE encoder at the bottleneck is the compressed representation of the data (size noted as \( Q \)). The AE decoder reconstructs the compressed data into its original (size noted as \( P \)). For this study, the AE uses only linear activation functions, and the loss function is the mean square error (mse). The AE model will learn a linear transformation that projects the data onto another space with fewer dimensions, and this is equivalent to a principal component analysis (PCA) model. Training an AE model for compression minimizes the mse between the input and the output using the backpropagation algorithm [20].

One of the major drawbacks of using an AE for compression is the huge number of weights in the AE model (see Fig. 6). In AE compression algorithms, the decoder weights need to be saved for data reconstruction. Assume that we want to build a model with an input dimension of \( P \), one encoder layer with \( Q \) neurons (i.e., \( Q \) is the size of the bottleneck), and one decoder layer with \( P \) output neurons. Then, this model has \( 2PQ + P + Q \) floating-point (i.e., 4-byte representation) numbers for weights and biases. The model generates a compressed form of the signal with a dimension of \( Q \ll P \). If the dataset to be compressed contains \( K \) sets of A-Scans, we store only the encoder output and the decoder weights as the compressed data. The original data contain \( KQ \) floating-point numbers, whereas the compressed data contain \( PY + P + KQ \) floating-point numbers. The compression ratio is, thus, \( (KQ/(Q(P + 1 + K))) \). For practical compression, the compression ratio must be greater than 1. Assume that \( P = 2048 \) and \( Q = 128 \) and that we want to achieve a compression ratio of 15. Then, \( K \) must be greater than 30,960, which implies that we need a massive amount of ultrasonic data (over 252 MB) for efficient data compression. This is usually the case when ultrasound is used for medical imaging or NDT applications.

A critical parameter of the AE compression model is the bottleneck dimension \( Q \). A properly chosen \( Q \) ensures optimal compression accuracy and compression ratio. To determine the optimal bottleneck dimension, \( Q \), we train the AE models with different bottleneck dimensions for the NDT and OASBUD datasets using the Adam optimizer [21] for 50 epochs. The average PMSE and PCC are recorded and plotted against the bottleneck dimensions, as shown in Fig. 7. By inspecting the results in Fig. 7, we set the bottleneck dimension of the AE model at 225 for the ultrasonic NDT dataset (2048 for each A-Scan) and at 512 for the OASBUD ultrasonic medical imaging dataset (2048 for each A-Scan). The results in Fig. 7 show that the AE model can successfully compress both ultrasonic datasets. It also reveals that the AE model is generally not a good option when the dataset to be compressed has a small volume since the compression ratio is lowered because of the overhead resulting from the AE decoder weights needed for signal reconstruction.

An alternative method for reducing the AE decoder weights is the CAE model, as shown in Fig. 8. In general, the CAE model includes one or more convolution layers before the AE encoder and after the AE decoder. After each convolution layer (filters = 1, kernelsize = 100, and stride = 2) in the CAE encoder, the signal is downsampled by a factor of two to reduce the signal dimension. Before each convolution layer in the CAE decoder, the signal is upsamped by the factor of two to restore its original dimension. Each convolution layer (filters = 1, kernelsize = 100, and stride = 2) in the CAE encoder reduces the number of weights by a factor of two compared with an AE model with the same bottleneck dimensions.

### B. WPT Optimized by CAEs

Wavelet transformation is a highly practical time–frequency analysis method for representing finite, nonstationary, and nonperiodic signals [22], [23]. Using WPT for data compression has proved to be effective because of the excellent energy compaction and time localization properties of the wavelet kernels [24]. Fig. 9 illustrates one level of the WPT decomposition and reconstruction filter pairs using a wavelet kernel from the Daubechies wavelet family [25]. The low-pass
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Fig. 6. AE architecture consisting of an encoder and a decoder where the intersection is the bottleneck.
filters (LPFs) and high-pass filters (HPFs) for signal decomposition are known as analysis filters, while the LPFs and HPFs for signal reconstruction are known as synthesis filters. For orthogonal wavelet kernels, the synthesis filters are the time-reversed versions of the analysis filters. The multilevel WPT of a signal is calculated by passing it through a series of decomposition LPFs and HPFs. According to Nyquist’s rule, the filtered signals are downsampled by a factor of two because of the filtering halfl frequency of the signal [25]. After downsampling, the outputs of the LPF (named L) and HPF (named H) are referred to as approximated and detailed components, respectively. The decomposition processing block in WPT is composed of multiple layers of such filter pairs (e.g., the subbands at WPT decomposition Level 2 are named LL, LH, HL, and HH). The reconstruction processing block in the WPT model is the reverse of the decomposition processing block. Before the subbands are passed through the synthesis filters in the WPT reconstruction, the signals are upsampled by inserting zeros at alternate sample points.

When WPT is used for data compression, the input signal is decomposed into $2^N$ subbands, where $N$ is the number of decomposition layers. We can determine the number of decomposition layers by observing the energy concentration in each subband in multilayer decomposition [5]. The subbands with an energy below a predefined threshold can be eliminated. This action results in lossy data compression with a minimal adverse impact. Consequently, we choose the top $M$ subbands among the $2^N$ subbands that contain the highest energy level as the compressed data. The compressed data can be further quantized to reduce the number of bits representing each data point; the quantization bits can be determined by the energy associated with that subband. The signal can be reconstructed by applying the inverse WPT (IWPT) to the compressed data.

The success of the WPT compression algorithm highly depends on the selection of the wavelet kernel. In this study, we developed a procedure for finding the optimal wavelet kernel and the optimal WPT decomposition tree structures based on the characteristics of the ultrasound signals. The best energy compaction can be achieved by choosing a wavelet kernel that has the highest similarity with the ultrasonic echoes. In this article, we obtain the optimal wavelet kernels using the PyWavelets library [26]. There are 14 wavelet families, including 106 discrete wavelet filter kernels provided by the library that can be used for WPT decomposition and reconstruction. A Python script is written to iterate through all the discrete wavelet filters to find the optimal kernel for the ultrasonic datasets, as described in Algorithm 1.

![Fig. 8. General block diagram of the CAE.](image)

![Fig. 9. WPT decomposition and reconstruction filter pairs using a wavelet kernel from the Daubechies wavelet family as an example.](image)
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Algorithm 1 Optimal Wavelet Kernel for a Given Number of WPT Decomposition Layers, $N$, and the Number of Most Dominant Decomposition Subbands, $M$ for Reconstruction

1. Randomly select a finite number of A-Scans from the dataset; // 500 A-Scans is recommended
2. Select the number of WPT decomposition layers noted as $N$;
3. Select the number of dominant WPT decomposition subbands for signal reconstruction noted as $M$;
4. End of initialization step;
5. /* Iterate 106 wavelet kernels in PyWavelet Library */
6. for $WPTKernel=Kernel_0:Kernel_{105}$ do
7. for DecompositionLevel=1:$N$ do
8. Load WPT lowpass and highpass filters with the current WPTKernel;
9. Take components from the current level, apply WPT lowpass filter and highpass filter to the signals to acquire approximation and detail coefficients;
10. Dowsample the output components by a factor of 2 to remove the redundant information;
11. Compute the energy ratio of each component at target level $N$;
12. Record the energy distribution at WPT decomposition level $N$;
13. end for
14. Sort the energy distribution of each wavelet kernel;
15. From the sorted energy distribution, find the Optimal_Kernel that can preserve the most energy with $M$ decomposition components with highest energy ratio;
16. return Optimal_Kernel

Algorithm 1 is applied to the ultrasonic NDT and OASBUD datasets described in Section II to estimate the optimal wavelet kernel for each dataset. In Step 11 of Algorithm 1, the energy of the signal in a subband is computed as the sum of the squares of the amplitudes. The optimal wavelet kernel is
chosen from the kernels that can preserve 85%–90% of the total energy with the minimum number of subbands. When $N = 6$ and $M = 4$, the optimal wavelet kernel is “coif17” for the NDT dataset. The WPT decomposition subbands LLLHHH, LLLHLH, LLLHLL, and LLHHLL preserve 85.6% of the overall energy at Level 6 of the WPT decomposition. For the OASBUD ultrasonic medical dataset, “db36” is found to be the optimal wavelet kernel with $N = 5$ and $M = 6$. The WPT decomposition components LLLLH, LLLLH, LLLLH, LLLLH, and LLLLH can preserve 85.24% of the overall energy at WPT decomposition Level 5. Fig. 10 shows both decomposition and reconstruction filter kernels of “coif17” from the Coiflet wavelet family and “db36” from the Daubechies wavelet family.

Fig. 11 shows how the value of $M$ affects the compression accuracy in the WPT compression algorithm for the NDT and OASBUD datasets. In Fig. 11(a), six WPT decomposition levels are applied to the NDT dataset; the $x$-axis is the number of components preserved in the compression. After WPT reconstruction with the optimal $M$ components, the average PCC [see (2)] and PMSE [see (1)] are computed. From this result, we decided to use four WPT components out of 64 as the compressed output for the NDT dataset. This ensures that the average PCC accuracy is more than 90%. Fig. 11(b) shows a similar result for the OASBUD dataset. The result suggests that six WPT components out of 32 ensure 90% PCC accuracy.

Fig. 12 illustrates the optimal design of the WPT compression and reconstruction processing blocks for the ultrasonic NDT dataset, with “coif17” used as the wavelet kernel. As shown in Fig. 12(a), the subbands LLLHHH, LLLHLH, LLLHLL, and LLLLH are the compression output. Fig. 12(b) shows the WPT reconstruction procedures for recovering the original data.

Fig. 13 demonstrates the optimal WPT compression and reconstruction processing blocks for the OASBUD dataset, with “db36” used as the wavelet kernel. The subbands LLLLH, LLLLLH, LLLLLH, LLLLLH, and LLLLLH at WPT decomposition Level 5 of the OASBUD dataset are preserved as the compression result.

In summary, WPT is effective for ultrasonic data compression. The WPT for compression and reconstruction resembles the CAE structure. Consequently, the architecture of the WPT decomposition and reconstruction processing blocks can be implemented as a CAE model with predefined wavelet kernels. Hence, the filters in WPT compression are replaced by 1-D convolution layers, as shown in Fig. 8. This approach is called WPTCAE and can be trained with the backpropagation algorithm to improve signal reconstruction accuracy. Therefore, we realized the WPTCAE encoder and decoder models for ultrasonic signals based on the WPT decomposition and reconstruction processing blocks shown in Figs. 12 and 13. In the WPTCAE encoder model, the downsampling is achieved by setting the stride to two. In the WPTCAE decoder model, each input of the convolution layer is upsampled by inserting zeros at every other point. The ultrasonic NDT and OASBUD datasets are used as the input training data, and the prediction output of the WPTCAE model is the reconstructed signal. The backpropagation algorithm is used to update the weights and reduce the mse loss between the reconstructed data and the training data. After training, the WPTCAE model is separated into a trained encoder for data compression and a trained decoder for reconstruction. Hence, the trained decoder
model must be saved along with the compressed data for reconstruction. Furthermore, it is also desirable to save the trained encoder model for compressing datasets of similar quality. Figs. 14 and 15 exhibit the trained WPTCAE models applied to Figs. 12 and 13, respectively. The initial values of the filter kernels can be found in Fig. 10 for both datasets.

C. WPTCAE/AE Hybrid Model

The WPTCAE model is developed based on the WPT compression algorithm, an optimized filter combination for preserving the information in specific frequency bands. A certain amount of information is unavoidably lost if we do not use all the decomposed subbands for signal reconstruction. The amount of lost information can be minimized by including a complimentary processing block that recovers losses. If the reconstructed signal fidelity is critical, one can complement the WPTCAE model with an AE model, a combination referred to as the WPTCAE/AE hybrid model, to improve signal reconstruction accuracy. This hybrid model is shown in Fig. 16, in which the input signal is broadcast into both the WPTCAE and the AE model, and the output is the sum of the AE and WPTCAE predictions. For efficiency, the bottleneck dimension of the AE is designed to be relatively low to reduce the compression overhead caused by the AE model.
We use the ultrasonic datasets to train the WPTCAE models and the WPTCAE/AE hybrid models for comparison. In the hybrid models for the NDT and OASBUD datasets, the bottleneck dimension of the AE models is 16. For the ultrasonic NDT dataset, Fig. 17(a) shows the training history (PCC and PMSE) of 100 epochs of the WPTCAE model compared with the WPTCAE/AE hybrid model. After training, the final PMSE and PCC values show that the trained hybrid model has a higher compression accuracy than the WPTCAE model. During the training, the convergence rate of the WPTCAE/AE hybrid model is superior to the convergence rate of the WPTCAE model. With the current data, Fig. 17(a) and (b) indicates that the optimal solution can be reached within 50 epochs. Also, the reconstruction accuracy of the signal is increased by 0.5% for the ultrasonic NDT dataset and 1.3% for the OASBUD medical image dataset.

IV. RESULTS AND ANALYSIS

This section presents the performance evaluation of the proposed compression algorithms using the ultrasonic experimental data. The compression performance is evaluated by the compression accuracy measured by the PCC and PMSE and the compression efficiency measured by the compression ratio. Section IV-A presents the compression performance of the proposed algorithms, including the AE, CAE, WPT, WPTCAE, and WPTCAE/AE models. By applying the optimal bit-width quantization to the compression output, one can further enhance the compression efficiency while maintaining a comparable signal reconstruction accuracy. Section IV-B presents the experimental results when quantization is incorporated into the WPTCAE compression models.

A. Compression Results and Performance Analysis

In the analysis of the compression performance, the input data, compressed data, reconstructed data, and model weights are all considered to be 32-bit floating-point numbers. The search for the optimal data compression models is achieved through 150 epochs of training. Table I shows the compression performance of the algorithms applied to the ultrasonic NDT dataset. According to Fig. 7(a), the optimal AE bottleneck dimension is 225 for the NDT dataset. The CAE compression model has one convolution layer with filters = 1, kernelsize = 100, and stride = 2 in the encoder and one convolution layer with filters = 1, kernelsize = 100, and upsampling by a factor of 2 in the decoder. The bottleneck dimension of the AE in the WPTCAE/AE hybrid model is 16, and this arrangement requires an additional 67,600 trainable weights compared with the WPTCAE model. When the hyperparameters are optimally estimated, both the AE and CAE models exhibit outstanding compression accuracies (PCC) of 98.63% and 99.04%, respectively. However, the AE and CAE compression models contain a huge number of weights, resulting in a lower compression ratio.

The conventional WPT compression algorithm contains a minimal number of predefined weights and, consequently, has the lowest compression accuracy. However, the WPTCAE model, after training, has significantly better compression accuracy. When signal fidelity is critical, the WPTCAE/AE model is a desirable choice for the best compression accuracy. The additional overhead in the WPTCAE/AE hybrid model due to the AE size is insignificant for massive data compression.

Table II shows the compression performance of the proposed algorithms for the OASBUD ultrasonic medical image dataset. The bottleneck dimension of the AE model is 512, according to the result in Fig. 7(b). The CAE has one convolution layer with filters = 1, kernelsize = 100, and stride = 2 in the encoder and one convolution layer with filters = 1, kernelsize = 100, and upsampling by a factor of 2 in the decoder. The bottleneck dimension of the AE is also 512. The WPTCAE model structure applied to the ultrasonic OASBUD medical image dataset is shown in Fig. 13. The bottleneck dimension of AE in the WPTCAE/AE hybrid model is 16, and this arrangement requires an additional 67,600 trainable weights compared with the WPTCAE model. The result in Table II confirms the superior performance of the WPTCAE model in terms of compression accuracy and compression ratio.

Both the NDT and OASBUD datasets occupy a similar frequency range from 0 to 10 MHz (as shown in Figs. 2 and 4). The NDT dataset is sampled at 100 MHz, while the OASBUD dataset is sampled at 40 MHz. This means that the NDT dataset is more oversampled and more redundant compared with the OASBUD dataset. Consequently, one expects a higher compression ratio for the ultrasonic NDT dataset than for the OASBUD dataset. This can be clearly observed by inspecting the compression ratios in Tables I and II; the NDT dataset has a compression ratio that is at least two times better than the compression ratio of the OASBUD dataset.
TABLE I
NDT DATASET COMPRESSION PERFORMANCE COMPARISON

<table>
<thead>
<tr>
<th></th>
<th>AP-225</th>
<th>CAR-225</th>
<th>WPT</th>
<th>WPTCAE</th>
<th>WPTCAE/AE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Weights</td>
<td>933,873</td>
<td>462,531</td>
<td>300</td>
<td>2,452</td>
<td>70,252</td>
</tr>
<tr>
<td>Bottleneck Dimension</td>
<td>225</td>
<td>225</td>
<td>128</td>
<td>128</td>
<td>144</td>
</tr>
<tr>
<td>Overall Data</td>
<td>4,610,273</td>
<td>4,140,651</td>
<td>2,097,352</td>
<td>2,099,804</td>
<td>2,429,548</td>
</tr>
<tr>
<td>Compression Ratio</td>
<td>7.28</td>
<td>8.09</td>
<td>16</td>
<td>15.87</td>
<td>13.81</td>
</tr>
<tr>
<td>PCC(%)</td>
<td>98.65</td>
<td>99.04</td>
<td>92.82</td>
<td>98.36</td>
<td>98.9</td>
</tr>
<tr>
<td>FME(%)</td>
<td>2.57</td>
<td>1.77</td>
<td>13.85</td>
<td>3.06</td>
<td>2.04</td>
</tr>
</tbody>
</table>

TABLE II
OASBUD DATASET COMPRESSION PERFORMANCE COMPARISON

<table>
<thead>
<tr>
<th></th>
<th>AP-512</th>
<th>CAR-512</th>
<th>WPT</th>
<th>WPTCAE</th>
<th>WPTCAE/AE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Weights</td>
<td>2,099,712</td>
<td>1,050,314</td>
<td>340</td>
<td>2,160</td>
<td>69,780</td>
</tr>
<tr>
<td>Bottleneck Dimension</td>
<td>512</td>
<td>512</td>
<td>384</td>
<td>384</td>
<td>400</td>
</tr>
<tr>
<td>Overall Data</td>
<td>13,850,112</td>
<td>12,800,714</td>
<td>8,812,840</td>
<td>8,814,960</td>
<td>9,249,760</td>
</tr>
<tr>
<td>Compression Ratio</td>
<td>3.40</td>
<td>3.67</td>
<td>8.33</td>
<td>8.33</td>
<td>9.09</td>
</tr>
<tr>
<td>PCC(%)</td>
<td>97.21</td>
<td>98.65</td>
<td>91.57</td>
<td>95.6</td>
<td>96.9</td>
</tr>
<tr>
<td>FME(%)</td>
<td>5.34</td>
<td>2.13</td>
<td>14.47</td>
<td>7.70</td>
<td>5.58</td>
</tr>
</tbody>
</table>

Fig. 18. Comparison of the original A-Scans and the reconstructed signals using the WPT, WPTCAE, and WPTCAE/AE compression models. (a) NDT dataset. (b) OASBUD dataset.

Fig. 19. Comparison of the original B-Scans and the reconstructed B-Scans using the WPT, WPTCAE, and WPTCAE/AE compression models. (a) NDT dataset. (b) OASBUD dataset.

Fig. 18 shows the time-domain comparison of randomly selected A-Scans from the ultrasonic NDT and OASBUD datasets and their reconstructions. This figure shows the time-domain performance comparison between the original and reconstructed signals using the WPT, WPTCAE, and WPTCAE/AE compression models. The WPTCAE compression model displays an extraordinary compression accuracy compared with the conventional WPT algorithm. Furthermore, this figure also shows that the WPTCAE/AE model offers the best reconstructed signal accuracy for both the NDT and OASBUD datasets. It is important to point out that wavelet-based compression algorithms are designed using selected low-frequency subbands covering the frequency range of ultrasonic used in the measuring system [4], [5]. Subbands associated with higher frequencies are outside the frequency range of the measuring system and represent instrumentation noise rather than ultrasonic scatter echoes. Therefore, compression algorithms not only compress the data but also improve the signal-to-noise ratio. This phenomenon is evident in experimental results presented in Figs. 18 and 19.

Fig. 19 shows the comparison of the original B-Scans and the reconstructed B-Scans processed by the WPT, WPTCAE, and WPTCAE/AE compression algorithms. In this figure, one can observe an apparent difference between the original B-Scans and the reconstructed B-Scans when the WPT compression is used. Some details are missing from the WPT-reconstructed B-Scans because of the algorithm’s...
low compression accuracy since a limited number of subbands are used in the image reconstruction. As expected, the best compression results are achieved by the WPTCAE and WPTCAE/AE models.

### B. Quantization and Bit Precision

Another important aspect of the compression algorithms is the data bit precision. This section discusses the importance of quantization and bit precision in the WPTCAE models. The ultrasonic NDT and OASBUD 32-bit floating-point datasets are scaled and quantized into 8-bit precision numbers ranging from $-128$ to $127$. The weights of the WPTCAE models remain as 32-bit floating-point numbers for higher processing precision for decomposition and reconstruction. The subbands of the compressed output are quantized into 8 bits or fewer in order to increase the compression ratio.

For the WPT compression algorithms, the quantization can be directly applied to the decomposed subbands according to the energy distribution. For the NDT dataset, the four subbands \texttt{LLLHHH}, \texttt{LLLHLH}, \texttt{LLLHLL}, and \texttt{LLHLHL} are preserved as the compressed output, in which the energies associated with these four subbands are 34.73\%, 25.65\%, 11.67\%, and 9.28\%, respectively. These four subbands are quantized into 7, 6, 4, and 3 bits using the energy distribution of the subbands as the guiding factor. As a result of the quantization, the average PCC and PMSE values (when the original data, compressed data, and reconstructed data are 8-bit numbers) are slightly sacrificed from 26.96\% and 92.52\% to 28.67\% and 91.55\%, respectively. However, with this quantization, the compression ratio is improved by 37.75\%. As shown in Table III, a similar performance improvement can be achieved by adding quantization layers in the trained WPTCAE compression model. After training, the energy distributions of the WPTCAE subbands for the NDT dataset are 17.89\%, 10.78\%, 33.82\%, and 37.51\%. Accordingly, these four subbands are quantized into 5, 4, 6, and 3 bits using the energy distribution of the subbands as the guiding factor. As a result of the quantization, the average PCC and PMSE values (when the original data, compressed data, and reconstructed data are 8-bit numbers) are slightly sacrificed from 26.96\% and 92.52\% to 28.67\% and 91.55\%, respectively. However, with this quantization, the compression ratio is improved by 37.75\%. As shown in Table III, a similar performance improvement can be achieved by adding quantization layers in the trained WPTCAE compression model. After training, the energy distributions of the WPTCAE subbands for the NDT dataset are 17.89\%, 10.78\%, 33.82\%, and 37.51\%. Accordingly, these four subbands are quantized into 5, 4, 6, and 7 bits.

Table IV shows the performance comparison when quantization is added to the WPTCAE model for the OASBUD dataset. After training, the energy distributions of the six WPTCAE subbands are 11.19\%, 9.76\%, 34.18\%, 9.57\%, 10.26\%, and 25.04\%. Accordingly, these six subbands are quantized into 4, 4, 7, 4, 4, and 7 bits. The results in Table III and Table IV suggest that adding quantization to the trained WPTCAE model can increase the compression ratio significantly, while the reduction in compression accuracy is negligible. Fig. 20 shows the time-domain comparison of the original A-Scans and the reconstructed A-Scans when quantization is applied to the WPTCAE models. In this figure, the original A-Scans are plotted in red solid lines, the A-Scans reconstructed from the 8-bit subbands are in green dashed lines, and the A-Scans reconstructed from the quantized subbands are in blue dotted lines.

### V. Conclusion

This article presents ultrasonic data compression algorithms, including AE, CAE, DWTCAE, and DWTCWA/E learning models. These algorithms are data-adaptive and offer optimal solutions for compressing ultrasonic NDT and ultrasonic medical imaging datasets. The design, tradeoff, and performance of these algorithms are explored. The AE and CAE models for compression are limited because both models generate a huge number of weights that will reduce the compression ratio. The WPTCAE compression models are designed by adopting and optimizing the WPT compression architecture designed for compressing ultrasonic signals. The WPTCAE model is robust and offers extraordinary performance in terms of compression accuracy and compression ratio. The WPTCAE/AE hybrid model is an improved version of the WPTCAE model complemented with a compact AE for higher compression accuracy. Finally, the impact of applying adaptive quantization to the WPTCAE model is explored for an even higher compression ratio.