Soccer Player Recognition using Artificial Intelligence and Computer Vision
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Abstract— Groundbreaking features and functionalities are available in sports broadcasting programs, specifically in soccer games, such as post-game analysis, tracking of players, tracking of the ball, and associated teams’ and players’ statistical information. However, viewers don’t have control to choose which features to view on-demand and aren’t able to interact with any of these functionalities. Our system aims for the fundamental system of an on-demand viewer-driven application that would be able to track players on the field, identify formation changes, follow team strategy changes, and gather all statistical information of the player and the team on a single screen. In order to realize such an application, we focus on developing a method to track players on the field using multiple Artificial Intelligence (AI) and computer vision techniques where our application employs facial recognition and jersey number recognition algorithms. As a live soccer game broadcast would have various camera views of the players, our custom-made database contains captured images from different scenarios of camera views such as different angles and zooms of the player and is used to train the model using Convolutional Neural Network (CNN). Our system is scalable to different types of sports, such as basketball, baseball, volleyball, and more where players have their numbers on their jerseys and would be feasible to apply our system since soccer involves more players on the field than other sports games.

I. INTRODUCTION

The notion of sports is as old as human history. Even before the era of live or recorded broadcasting sports events, sports games were an activity that had the power to create unity among people. In 1936, Berlin Olympics was the first televised sporting event soon after the invention of the television [1]. The method of sports games broadcasting has evolved with interactive feedback to the viewers to provide more information related to the game, players involved, and the team associated with the game and/or the league. In the recent advancement of Artificial Intelligence (AI) and machine learning coupled with Big Data, interactive and real-time experience of learning statistics and predictions of possible movements by the players have made users more engaged in the games [2]. However, most of these new features to the sports broadcasting programs lack direct interaction with the viewers, they should be able to select the information that needs to be displayed on the screen. In this paper, in the effort to realize such a system, we explore methods of tracking players on the field, specifically in soccer games, by identifying their faces and jersey numbers.

II. SYSTEM DESIGN

Our system design is divided into two main parts: detection and recognition. Detection is involved with the players on the field, the players’ faces, and jersey numbers on the players. Our system design will be utilizing YOLOv3 [3] to detect players on the field, use a customized face dataset and recognize the players’ faces using the Dlib toolkit [4], and detect and recognize players’ jersey numbers by MNIST [5] and Kaggle datasets [6] coupled with Convolutional Neural Network (CNN) algorithm. The overview of the system flowchart is shown in Fig. 1. In this section, we will describe the detection algorithms first where the recognition algorithms will be utilizing the results obtained from the detection algorithms.

A. Detection Algorithms

The first step required to achieve the goal of this study is to detect players on the field before proceeding to recognition mechanisms. As soccer games are dynamic in terms of players’ movement on the field, there are many cameras installed in the stadium to observe the play from various angles and zooms. Thus, our system is designed to identify a player by either facial or jersey number detection algorithm. These two algorithms will support each other in case of misinterpretations or missed detections. For facial detection, we have investigated the feasibility of utilizing several algorithms. First, the Dlib is a well-known toolkit with machine learning algorithms used in robotics, embedded systems, and high computing environments [4]. Although this toolkit’s facial detection library performed
adequately to detect players’ faces but was only effective on zoomed-in camera feeds and was unsuccessful to detect any when in an aerial view mode (see Fig. 2).

Another algorithm that we have explored is the Histogram of Oriented Gradients (HOG) in OpenCV [7] where HOG is widely used in computer vision and image processing for object detection purposes. This algorithm counts the occurrences of gradient orientation in localized portions of an image. It is often associated with a linear Support Vector Machine (SVM) algorithm to perform the classification of a person. Our test results showed that this algorithm too was only able to detect players when they were zoomed in the camera feed, but not when in the aerial view mode (see Fig. 3).

As the above methods were not sufficient for our system design, we have explored a deep learning framework that would not interfere with the detection results depending on the view of the camera (aerial or zoomed-in). We have chosen to use Darknet [8], which is an open-source neural network framework for deep learning that includes several CNN models for object detection including AlexNet [9], ResNet [10], VGG [11], and YOLO [3]. In this paper, we decided to use the YOLO model. YOLO, “You Only Look Once”, is a powerful, fast, and accurate deep CNN for object detections. It uses a single neural network that divides the image into regions and predicts the bounding boxes and probabilities for each region. We have utilized YOLOv3 for detecting the players and their faces in our system design. Section III describes the associated algorithms and their approaches in detail.

B. Recognition Algorithms

After the system has successfully detected the players, their faces, and jersey numbers, it needs to recognize the detected results to use them for profiling, game analysis, statistical database, and more. In this section, we specifically chose a soccer match, France Vs Argentina in the 2018 World Cup, to test the feasibility of the design approach. For both teams, 22 players on the field, we have gathered more than 3,000 images from the Internet and added them to our custom dataset, where each player’s folder contains 50 different pictures of the player from different scenes (see Fig. 3).

From the gathered images, it is necessary to extract players’ faces for creating our customized dataset. We have applied Haar Cascades Classifier’s face detection algorithm [12] to all gathered images to extract faces from the image. Fig. 4 is the extracted faces of Kylian Mbappe as an example.

Our system also applies a Gaussian filter with different kernel sizes to best simulate the blur on the captured image caused by the movement of the players. Fig. 5 is an example of different images generated after applying filters. As mentioned in the previous subsection, face detection in the soccer match would be only feasible if the camera is zoomed into the player and does not detect their faces when in the aerial view mode. Although Dlib is not the optimal solution to detect players’ faces when in aerial view mode, our system still keeps this functionality in case of the zoomed-in view mode. For the aerial view mode, our system will utilize the jersey number recognition system to identify the players on the field.
database and Kaggle dataset. MNIST database of handwritten digits is a large dataset containing 60,000 images of digits and 10,000 test images. We chose this dataset as the fonts of the number on the jersey would differ from team to team. The Kaggle dataset containing printed digits was also included in our customized dataset. Our system uses the following specifications to train the model using CNN (see Table I).

<table>
<thead>
<tr>
<th>Layer type</th>
<th>Parameters</th>
<th>Output feature map size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolutional layer</td>
<td>Filters = 8, kernel = 5x5, strides = 1, activation: relu</td>
<td>28x28x8</td>
</tr>
<tr>
<td>Max pooling layer</td>
<td>Pool_size = 2x2</td>
<td>14x14x8</td>
</tr>
<tr>
<td>Convolutional layer</td>
<td>Filters = 16, kernel = 3x3, strides = 1, activation: relu</td>
<td>14x14x16</td>
</tr>
<tr>
<td>Flatten layer</td>
<td>N/A</td>
<td>1x3136</td>
</tr>
<tr>
<td>Fully connected layer</td>
<td>Units = 32, activation: relu</td>
<td>1x32</td>
</tr>
<tr>
<td>Fully connected layer</td>
<td>Units = 10, activation: softmax</td>
<td>1x10</td>
</tr>
</tbody>
</table>

III. IMPLEMENTATION AND RESULTS

A. Detection Algorithms

As mentioned in the previous section, YOLOv3 is used to detect the players on the field. Fig. 6 shows the result of detection of the players on the field, as well as detection of the ball used in the game. All players are identified correctly in green boxes, as well as the ball which can be used for ball movement analysis.

As for the facial detection using YOLOv3, we have trained our customized YOLO model by utilizing LabelImg software [13] where it is possible to train the model by manually identifying a player on the region of interest. Fig. 7 (aerial view mode) and Fig. 8 (zoomed-in view mode) are the results of utilizing this algorithm applied to the camera feed where only the faces are correctly identified in blue boxes.

B. Recognition Algorithms

As mentioned in the previous section, recognizing players by their faces in the aerial view mode is challenging, and our system utilizes facial recognition and/or jersey number recognition to identify the players. For zoomed-in captured images, our system utilizes the Dlib toolkit to recognize which player is currently on the screen. Fig. 9 shows multiple recognized players in multiple scenes using the Dlib toolkit based on our customized dataset.

For jersey number recognition, as mentioned in the previous section, we created our customized dataset by combining the MNIST dataset with another dataset from Kaggle containing printed digits. The model was compiled with a categorical cross-entropy loss to minimize the accuracy and an Adam optimizer [14]. By using the parameters defined in Table I, the CNN training resulted in approximately 92% accuracy. To test our model, the input of the test images must have the same structure as the training data. To do so, it is necessary to convert captured jersey number images to grayscale to reduce the complexity of the image for recognition. We applied a Gaussian blur filter to remove false edges and smooth the image. Finally, we applied adaptive thresholding to emphasize the distinction between the background and the foreground as shown in Fig. 10. The quality of the recognition does not only depend on the performance of the model but also the quality of the input image for the inference. To use the aerial view of the camera to identify the jersey number of the player is difficult and would require pre-processing of the captured image before using it as the input to the created model. We have compared two thresholding algorithms to maximize the in-between class
variance in the captured image, specifically for the jersey number recognition. Thresholding is an image segmentation processing technique used to make a clear distinction between classes in an image. Adaptive thresholding [15] is a simple method where the user inputs a threshold and every pixel value superior to that threshold is converted to black or white depending on the user’s indications. The drawback of this method is that the quality of the thresholding depends on the user’s input and that threshold won’t be efficient in all captured images. Alternatively, Otsu Thresholding Method [16] computes a threshold that maximizes the in-between class variance in the picture, and it considers each pixel’s intensity value, which means that each image will have a different threshold to provide accurate results. Fig. 11 illustrates the comparison between the Adaptive Thresholding and Otsu Threshold methods for jersey number recognition.

Fig. 11. Comparison of Adaptive Thresholding (left) and Otsu Thresholding Methods (right)

Fig. 12 illustrates the outcome of the jersey number recognition in zoomed-in camera view mode, and Fig. 13 illustrates the outcome of the jersey number recognition in the aerial camera view mode.

As shown in Fig. 13, the obtained result is not always accurate as a single-digit number was correctly recognized but only recognized one of the digits when the jersey number was two digits. This is due to the quality of the captured image and the conditions of the lighting which can be improved for future studies.

IV. CONCLUSION

In this paper, we have explored AI and computer vision methods in the recognition of soccer players on the field using facial recognition and jersey number recognition. As soccer game broadcasts mainly view the game in aerial camera view mode, adopting detection and recognition methods were challenged throughout the study. Image processing results from the captured image of the zoomed-in view mode had accurate detection and recognition rates, whereas the image processing results from the captured image of the aerial view had difficulty in detecting and recognizing the correct faces and numbers. However, the obtained results show the potential of improvement of the overall system performance with more images to be included in the dataset training, and with improved quality of the captured image from the broadcast feeds.
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