Hardware and software architectures for computationally efficient three-dimensional ultrasonic data compression
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Abstract: Ultrasonic industrial and medical imaging applications involve acquisition of large amount of volumetric data in real time. Therefore, data storage becomes critical in many current day applications which utilise ultrasound technology. Compressing the acquired data allows possessing minimal storage and also helps to rapidly transmit information to remote locations for expert analysis. The objective of this study is to design computationally efficient architectures for implementing discrete wavelet transform-based ultrasonic three-dimensional (3D) data compression algorithm on a reconfigurable ultrasonic system-on-chip (SoC) hardware platform. In this study, hardware and software architectures of the 3D ultrasonic compression algorithm are realised using Xilinx Zynq all programmable SoC. This study demonstrates that, compressing 33 MB of experimental ultrasonic 3D data into 0.42 MB (98.7% compression) requires only 84 ms for hardware architecture, and 1 min for software architecture, making both designs highly suitable for real-time ultrasonic imaging applications. Furthermore, the 3D compression is implemented by using Open Computing Language (OpenCL) targeted on Nvidia GT 750M graphical processing unit. OpenCL implementation of ultrasonic 3D compression algorithm completes the execution in <1 sec. This approach provides improved computational performance as that of hardware architecture, and comparable flexibility as that of software implementation.

1 Introduction

Ultrasound imaging techniques are widely used in both medical diagnostics and industrial non-destructive testing applications. Ultrasonic imaging has been in use since several decades as the most common medical imaging technique because it is less expensive, and non-invasive compared with other methods such as X-rays, which are harmful to the human body [1]. Technological advancements in the field of digital signal processing, semiconductor device manufacturing and embedded systems have significantly helped ultrasound researchers to design and develop portable, low-cost and computationally efficient systems, which fulfill real-time performance requirements. Portability is essential for using ultrasound systems in remote locations such as battlefields, distance places difficult to get to and construction areas. Point of care technologies and remote health monitoring have very stringent requirements on low cost and portability to provide high-quality diagnostics at real-time rate. This can be achieved only by using solid-state devices such as field-programmable gate arrays (FPGA) which are more flexible and adaptable to continually growing clinical applications [2].

Conventional ultrasound systems are not fast enough for real-time three-dimensional (3D) data acquisition and processing [3]. This obstructs the system to perform dynamic diagnostics, which has real-time nature. Recent research works demonstrate that portable and handheld imaging systems are commercially feasible, by using intelligent systems built with powerful processors [4]. Furthermore, portable and handheld 3D ultrasound system development has many challenges. One of the main challenges is the huge amount of data acquired during scanning [4]. This imposes high storage within the system, which increases the size and cost tremendously [5]. This issue can be resolved only by compressing the data without losing the required information. Another important requirement, especially for real-time applications, is the computation time for performing various data processing algorithms including compression.

The computing platforms based on reconfigurable architectures ensure a trade-off between performance and flexibility. The present embedded hardware systems, which are equipped with well-organised software applications, can provide an efficient platform to execute real-time ultrasonic imaging applications [6]. Moreover, reconfigurable hardware platforms based on FPGAs are appropriate for applications that demand low cost, low power and high flexibility [7, 8]. The embedded processing platforms comprise of system-on-chips (SoC) which integrate powerful embedded processors such as advanced RISC machines (ARM) with programmable hardware logics for high-speed signal processing. The programmable hardware logics enable implementation of computationally intensive operations, which can perform at a very high speed. The embedded processors are feature-rich to provide the overall control of the system, as well as capable of executing the signal processing algorithms for real-time applications. The latest embedded platforms are equipped with processors in a multicore configuration. Parallel processing capabilities of multicore processor systems allow achieving higher computational speed without increasing the cost and power consumption [9]. Microprocessors such as ARM and NIOS II allow acceleration of time critical signal processing algorithms by using special custom instructions [10–12]. In this study, ultrasonic 3D data compression algorithm using discrete wavelet transform (DWT) is implemented on a Xilinx Zynq-7020 all programmable SoC platform, which comprises of ARM processor-based processing system and Xilinx programmable logic. DWT has proven to be very successful in the implementation of various signal and image processing algorithms such as image coding using compute unified device architecture (CUDA) [13], image/video compression and biomedical imaging using VLSI techniques [14, 15]. This paper utilises the high compaction properties of DWT for the compression of ultrasonic radio frequency (RF) signals, maintaining very high data compression rate with the objective to extract key features of the signal such as intensity and arrival time with a high level of accuracy [16].

The Zynq processing system contains dual-core ARM Cortex-A9 processor, cache memories, on-chip memory, external memory
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interfaces, direct memory access (DMA) controller and input–output peripherals [17]. Zynq platform enables system-level differentiation, integration and flexibility through hardware, software and input/output (I/O) programmability. The ARM processor communicates with the programmable logic on the Zynq SoC through several advanced extensible interface (AXI) buses [18, 19]. Furthermore, it has been proven that ARM processor on Zynq platform outperforms other processors such as Microblaze, LEON and PowerPC for image processing applications [19]. Processor-centric approach of the Zynq platform allows the ARM processor to manage overall control of the embedded system. This provides flexibility to the user in optimising the system to meet various application requirements.

To further enhance the flexibility along with high performance, 3D compression algorithm is implemented using Open Computing Language (OpenCL) on a graphical processing unit (GPU). Real-time applications, which require complex time-consuming computational operations, can be efficiently executed by using parallel processing capabilities of GPU [20]. GPUs are used in many low-cost devices which are based on multicore systems with a complex memory hierarchy. These platforms are used as parallel coprocessors, which can execute a large number of threads in parallel. Due to the increased computing capabilities of GPUs, they have been used as accelerators in applications such as scientific simulations, computer vision, bioinformatics, cryptography and finance [21]. There are two methods to program the GPU: CUDA and OpenCL. In this study, we are using OpenCL, because CUDA is limited to Nvidia GPUs, whereas OpenCL offers a generic programming model that supports the execution on a wide variety of heterogeneous platforms [22]. OpenCL allows designers to generate simple C programs that can be interfaced to GPU to enable high level of parallel processing for improved computational performance [23]. An OpenCL application consists of two distinct parts: the host program and a collection of several kernels. The host program runs on the host such as a computer central processing unit (CPU), and kernels execute the pre-defined computations on the OpenCL compute devices. Kernels are typically simple functions that transform input memory objects into output memory objects. A kernel program executes several code lines over multiple parallel threads, by using the concept of single instruction multiple threads. Thus, a single instruction is executed from multiple threads with different input data [24]. The smallest computing element within a kernel is defined as work item. Multiple work items are grouped into local work groups. The overall work space is put into a multi-dimensional index space according to the algorithm that the user defines. The work items that are divided into the same work group will be executed in parallel [23].

Section 2 describes ultrasonic 3D data acquisition and 3D compression algorithm using DWT. Section 3 explains two types of design architectures of ultrasonic 3D data compression algorithm implemented on Xilinx Zynq all programmable SoC platform: (i) hardware implementation using programmable logic and (ii) software implementation using ARM processor. Section 4 discusses the implementation of 3D compression algorithm using OpenCL and the performance analysis of GPU implementation compared with the CPU implementation. Other existing DWT implementations are focused on image/video compression where DWT is applied on frames, whereas our study offers a unique approach to design and implement ultrasonic RF signal compression by applying DWT on the reflected ultrasonic echo signal. Since the application requirements and the characteristics of input data are different in both cases, a workable comparison between the results of existing DWT implementation with results of our study is not feasible, and thus not discussed in this paper. Section 5 concludes the paper.

2 Ultrasonic 3D data compression

Processing of large amount of volumetric data is a necessity in modern medical diagnostic and industrial applications. Therefore, data acquisition and subsequent compression becomes a major responsibility of ultrasonic development systems. Fig. 1a shows the block diagram of ultrasonic scanning and testing setup. In this study, a 5 MHz, 0.375 inch diameter ultrasonic broadband transducer (A3062) along with a pulser/receiver model 5052 PR is used to acquire 3D block of data from a steel block specimen with microstructural defects. This experimental data consisting of a volumetric image of 128×128×2048 samples (33 MB when each sample is represented using 1 byte) is generated using a 2 × 2 inch surface of the steel block specimen. Two stepper motors are used for scanning. The measurement points by observing at the top surface of the steel block are shown in Fig. 1b, where the scanning in the spatial directions (y and z) is also indicated. The acquired volumetric data consists of interfering echoes [25] representing microstructural scattering of materials. Each echo signal called as amplitude scan (A-scan) is a measurement point which has 2048 samples in z-direction as shown in Fig. 2a. As can be seen from Fig. 1b, 128 A-scans were taken per line in y-direction. A-scans were acquired on 128 such lines in z-direction. Between each A-scan in a line, seven steps were advanced by using the stepper motor. Each step is equivalent to 1/400 inch. Therefore, seven steps (i.e. the distance between two consecutive A-scans) are equivalent to 0.44 mm. Measurement points are very close to each other (0.44 mm apart) to ensure no information is missed out within the specimen under test. At the same time, the nearby measurement points will have a lot of similarity. This similarity can be utilised for compressing the data. In this study, the original 3D block of data as shown in Fig. 3a is compressed by the ultrasonic development platform (see Fig. 1a) using successive 1D compressions on x, y and z directions [16]. The compressed data is shown in Fig. 3b. Consequently, the compressed data can be rapidly transferred to remote locations via internet.

In this study, the ultrasonic 3D data compression is performed by utilising the high energy compaction property of DWT. Multistage sub-band decomposition scheme employed within DWT [26] is carefully structured so that the high energy sub-bands, which carry most of the signal information, are isolated to obtain maximum signal compression with high-quality signal reconstruction. DWT is found to be efficient for ultrasonic time–frequency analysis and flaw detection, due to the flexibility in choosing the best wavelet kernel according to its performance for a particular application [27]. Consequently, choosing a wavelet kernel which is highly
suitable for decomposing ultrasonic signal ensures maximum compression. On the basis of our tests with different wavelet kernels applied on ultrasonic experimental data, daubechies-10 (Db10) wavelet kernel is chosen to decompose and maximally compress the A-scans, without losing relevant signal information [16].

A four-level wavelet packet decomposition [28, 29] structure as shown in Fig. 4 is designed to isolate the high energy frequency sub-bands in order to achieve maximum compression in x-direction. Since the compression in y and z directions will not heavily impact on the overall 3D compression ratio, a simple Haar wavelet is used for decomposition in y and z directions to maintain high computational performance. Our experimentations demonstrate that, after the decomposition in x-direction, the sub-bands H, LH and LLHL with very low energy (see Fig. 2b) can be eliminated [30]. The remaining sub-bands (LLL with 256 samples and LLHH with 128 samples) contain only 20% of the total signal samples. This provides 80% compression in x-direction. In y and z directions, 96 low energy sub-bands out of 128 total sub-bands are eliminated [16]. Thus, a supplementary 75% compression is accomplished in x-direction and a further 75% compression in z-direction. Therefore, the overall 3D compression becomes 98.7%. This indicates that only 1.3% of the total 3D volumetric data needs to be retained and transferred to remote locations, from which the whole 3D block of data can be reconstructed back with a very high degree of similarity.

3 Three-dimensional compression on reconfigurable hardware platform

The ultrasonic 3D compression algorithm using DWT is implemented on a Xilinx Zynq-7020 all programmable SoC FPGA, which embeds a dual ARM processor unit [31]. The ARM processor unit contains two 666 MHz ARM Cortex A9 processor cores with NEON™ coprocessors that are connected in multi-processor (MP) configuration. The NEON coprocessor media and signal processing architecture consists of single instruction multiple data instructions that target signal processing applications such as audio, video and 3D graphics.

In the Zynq SoC, the programmable logic is tightly integrated with the ARM processor unit via high-speed AXI interface [31]. Moreover, the DMA capability facilitates faster data transfers between the processor and double data rate (DDR) memory. This configuration highly benefits in improving the computational performance of 3D ultrasonic data compression implemented on the Zynq platform.

Two implementation methods of the 3D compression algorithm are examined for this study: (i) hardware design using programmable logic and (ii) software design using ARM processor. DWT primarily involves filtering operations, which include several multiplications. For both methods, filtering is performed by convolving the signal samples with the Db10 wavelet coefficients for the x-direction, and Haar wavelet coefficients for y and z directions.

3.1 Hardware implementation

In the hardware design, lowpass and highpass filters in each stage of decomposition are processed in parallel to improve the overall computational load. Since we eliminate the coefficients H, LH and LLHL, we require only three lowpass filters and two highpass filters organised as highlighted in Fig. 4. In this study, polyphase filters [32] are used as an alternative to conventional filters for improving the computational efficiency and hardware resource utilisation. As shown in Fig. 5a, the polyphase architecture operates concurrently on the odd samples \([x(2k+1)]\) and the even samples \([x(2k)]\) of input signal. The odd and even filters are processed separately by two sub-filters, which require only half the coefficients compared with conventional filter. Therefore, the filtering operation requires only half the computational time compared with conventional filters.

Since the filtered output needs to be sub-sampled, we can eliminate either the even or odd sample output. In this study, we have eliminated the odd samples \([x(2k+1)]\). As shown in Fig. 5a, the \(H_{even}\) filter applied to the odd inputs and the \(H_{odd}\) filter applied to the even inputs (shown in dashed lines) are eliminated. Therefore, the filtering operation requires only half the number of resources in comparison to conventional filters.

During signal reconstruction, the compressed data is interpolated by inserting zero at alternate sample points, before filtering operation is performed. Thus, the odd samples \([1(2k+1)]\) will always be zero, as shown in Fig. 5b. Therefore, the lower section (one set of odd and even filters shown in dashed line) of the polyphase architecture is not required, which further reduces the hardware resource utilisation.
3.2 Hardware design optimisation and performance evaluation

The main operation in DWT is filtering. Instead of using conventional filters, data broadcast filter structures [33] are used in this study for improved computational performance. As shown in Fig. 6a, conventional Db10 filter has a long critical path (one multiplier and 20 adders), whereas for a data broadcast Db10 filter, the critical path has only one multiplier and one adder as shown in Fig. 6b. It is to be noticed that in broadcast filter, the coefficient order has been reversed.

The multiplication operations in the filters are implemented by using SHIFT and ADD/SUB operations. The operands are represented as binary numbers. To further reduce the execution time and the area of the multipliers, canonical signed digit (CSD) code is used to represent the filter coefficients [34]. CSD code uses 0, 1 and −1 to represent the binary code. It means that we can have the minimum SHIFT and ADD/SUB operations if the filter coefficients are represented in CSD form. For example, the coefficient 0.5272 is represented as 0.10000110111110 in binary, and 0.1000100100101 in CSD. The bold ‘1’s represent minus one. Therefore, only five SHIFT and four ADD/SUB operations are needed to implement the multiplication, instead of eight SHIFT and seven ADD/SUB operations in case of binary representation. Table 1 shows a comparison between binary and CSD representations of the Db10 lowpass filter coefficients used for decomposition.

From Table 1, it can be understood that by using CSD representation, the number of SHIFT and ADD/SUB operations for conventional filters are reduced from 92 to 63, which indicates 32% reduction in number of arithmetic operations. It can also be observed that, for broadcast filter implementation, the critical path is reduced from 11 SHIFT and 10 ADD/SUB operations (coefficient −0.2498) to 5 SHIFT and 4 ADD/SUB operations (coefficients −0.1959, 0.6885, 0.5272, 0.1882) when using CSD representation, which indicates 65% improvement in computational load.

A four-level decomposition is considered for the evaluation of computational load. Furthermore, the lowpass and highpass filters are processed in parallel. Since the polyphase Db10 filters have only ten delay elements, the overall latency of the four-stage decomposition structure τ1 becomes: τ1 = (10 + 10 + 10 + 10) = 40 cycles. Thus, the computation time to decompose one A-scan consisting of 2048 samples becomes 2048 + 40 = 2088 cycles. Assuming pipelined data broadcast filter structures, the overall compression in x-direction (decomposition of 128 × 128 = 16,384 A-scans) consumes 16,384 × 2048 + 40 = 33,554,472 cycles. By performing the decomposition of two A-scans in parallel, the overall computational time in x-direction becomes 16,777,236 cycles. Similarly, by performing the decomposition of four A-scans in parallel, the overall computational time in x-direction becomes 16,777,236 /2 = 8,388,618 cycles.

The compression in x-direction eliminates 80% of the samples, which makes the 3D block size to 410 × 32 × 128. This will be further reduced to 410 × 32 × 32 after compression in z-direction. The spatial (y and z directions) compressions use a two-stage decomposition structure [16]. Furthermore, this uses...
Haar wavelet, which has only two coefficients. Thus, the latency for this decomposition scheme becomes 2. Therefore, the overall computation time in \( y \)-direction becomes \( (410 \times 128 \times 128) + 2 = 6,717,442 \) cycles. Similarly, the overall computation time in \( z \)-direction becomes \( (410 \times 32 \times 128) + 2 = 1,679,360 \) cycles.

Table 2 summarises the computational time (in number of cycles) required for three axial compressions and overall 3D compression.

Table 3 shows the computational time for 3D compression for three different approaches based on the number of A-scans processed in parallel. Analysis of the hardware synthesis timing report generated from our implementation indicates that the four-stage decomposition structure can execute at a maximum frequency of 215 MHz. Thus, we choose 200 MHz as a reasonable approximation for the calculation of computational time. Table 3 indicates that by processing four A-scans in parallel, the overall computational time has been reduced by a factor greater than 2.

The resource utilisation for the hardware implementation of compression and reconstruction algorithm for the Zynq programmable logic is shown in Table 4.

Table 4 shows that it is quite reasonable to develop the four-stage decomposition structure with four A-scans processed in parallel, since it consumes only 56% of the look-up tables (LUT) available in the Zynq programmable logic. This confirms that the 3D compression can be completed in 84 ms, as indicated in Table 3.

### 3.3 Software implementation

Software implementation utilises the increasing computational power of the advanced embedded processors which are integrated within FPGA fabric [35]. Furthermore, software design allows the developers to use existing optimisation techniques to improve the system performance.

The software implementation of the 3D compression algorithm employs MP capability of ARM processor unit within Zynq to improve the computational performance. Furthermore, the parallel processing capabilities of OpenMP [36] is utilised to improve the performance of the compression algorithm execution in software. OpenMP uses specific compiler directives and flags to produce an output which is compatible for multicore processing. Moreover,
OpenMP allows creating parallel programs with less effort and planning with synchronising a particular number of threads. Fig. 7 shows how the threads are spawned once the program hits the parallel region and then joins back into one thread after completing the parallel operation. When the master thread enters the parallel region, the scheduler spawns a pool of threads which is equal to two times the number of cores in each processor. Since Zynq uses a dual-core ARM processor, there will be four threads (two threads per each core) available to distribute the work load for accelerating the compression and reconstruction processes. The concept is very similar to the pthreads in C [37]. We obtain higher efficiency with two threads per core because, when a thread is waiting for an I/O operation to complete, a waiting thread will be scheduled. Thus, the processor idle time is minimised. As shown in Fig. 7, during the decomposition in x-direction, four A-scans will be processed at a time by using four threads, and the iteration continues until all the A-scans are decomposed and compressed. Finally, the threads join together to form the master thread. After this, the master thread will be again split into four threads for executing the decomposition in y-direction, where four 128-sample lines will be processed by using the four threads, until all the lines in y-direction are compressed. Following this, the decomposition is performed in z-direction in a similar way.

For multiprocessing, the threads are managed using the dynamic scheduling paradigm available in OpenMP. This allows the scheduler to dynamically allocate work to the two processor cores at run time, based on their current load. In dynamic scheduling, the processor with lower workload will be allocated with the next set of data to be processed. This ensures parallelism at its maximum, and provides higher computational efficiency. The section of C-program where the compression function is called with enabled parallel processing is shown in (Fig. 8). Note that the data chunk size for the dynamic scheduling is fixed as 4, due to the availability of four threads spanned over two processor cores.

The computational time for software design of the ultrasonic 3D compression algorithm implemented on Zynq ARM processor is presented in Table5. From Table 5, it can be seen that, the software design on Zynq ARM processor requires only 1 min for compressing 33 MB of ultrasonic data into 0.42 MB, which indicates that this implementation is highly suitable for real-time ultrasonic imaging applications.

### 4 Parallel processing using OpenCL

OpenCL provides a programming platform which allows parallel computation of multiple tasks. Unlike traditional C-programs, which are sequential in nature, OpenCL utilises the possibilities of parallelism in hardware circuits [38, 39]. An OpenCL compute device generally consists of many processing elements (PEs). The kernels will be distributed on these PEs by OpenCL application programming interface. The number of tasks which can be executed simultaneously and the number of PEs decide the number of parallel operations, which in turn determine the computational load. In this study, the OpenCL program for ultrasonic 3D data compression algorithm is executed on GeForce GT 750M Nvidia GPU running at 967 MHz, and Intel (R) Core™ i7-4500U CPU running at 1.8 GHz.
In case of 3D compression, a combination of Db10 lowpass and highpass filter is used as the kernel. All the coefficients and input samples are represented as floating point numbers. In the first stage of decomposition, there are 2048 samples within each A-scan that can be processed in parallel. However, due to the limited hardware resources within GPU, only 1024 work items were being identified within the OpenCL compute device which can execute in parallel. These 1024 work items constitute a work group. Nevertheless, since there is a need for sub-sampling, only 1024 alternate samples of the A-scan needs to be processed through the filter as shown in Fig. 9a, where each PE performs the computation for a single work item. Thus, each A-scan is processed one at a time (1024 alternate samples within the A-scan are processed in parallel) until all the A-scans (128 × 128 = 16,384) are processed through the first stage of decomposition.

In the second stage of decomposition, only 512 alternate samples out of each set of 1024 samples (coming out of stage 1) needs to be processed. Since there are 1024 PEs available, two sets of 1024 samples can be processed simultaneously as shown in Fig. 9b. This further improves the speed of computation. Similarly, for the third stage of decomposition, four sets of 512 samples (coming out of stage 2) are processed in parallel. In the fourth stage, eight sets of 256 samples are processed in parallel.

In a similar way, the decomposition in spatial (y and z) directions is also parallelised. In the first stage, 8 sets of 128 samples are processed in parallel, and in the second stage, 16 sets of 64 samples are processed in parallel.

The high level of parallelism enables OpenCL-based implementation to execute the 3D compression algorithm at an extremely high rate compared with the traditional C-based implementation. However, the GPU performance will be slowed down due to the multiple memory transfers required during the execution. Our study demonstrates that even after this bottleneck, GPU outperforms CPU by a factor of two. Table 6 shows the computational time for GPU and CPU implementations for each stage of decomposition.

Table 6 indicates that GPU outperforms the CPU implementation due to the parallel operations, even though the CPU clock is twice faster than GPU clock. Furthermore, as the number of samples gets reduced as we go from stage 1 to 4, the performance factor slightly decreases. However, this performance reduction is minimised due to the fact that multiple input sets are processed in parallel.

Table 6: Computational time for 3D compression implemented on GPU and CPU

<table>
<thead>
<tr>
<th>Decomposition stage</th>
<th>Computational time on Nvidia GT 750M GPU at 967 MHz (s)</th>
<th>Computational time on Intel i7-4500U CPU at 1.8 GHz (s)</th>
<th>Ratio of CPU time to GPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.346</td>
<td>0.564</td>
<td>1.63</td>
</tr>
<tr>
<td>2</td>
<td>0.266</td>
<td>0.363</td>
<td>1.44</td>
</tr>
<tr>
<td>3</td>
<td>0.135</td>
<td>0.188</td>
<td>1.39</td>
</tr>
<tr>
<td>4</td>
<td>0.074</td>
<td>0.099</td>
<td>1.33</td>
</tr>
<tr>
<td>Overall</td>
<td>0.821</td>
<td>1.234</td>
<td>1.5</td>
</tr>
</tbody>
</table>
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parallel in the stages 2, 3 and 4, apart from the parallel operations of the last stage.

5 Conclusion

Advancement in ultrasonic medical and NDE imaging applications demand huge amount of volumetric data acquisition and real-time processing. Moreover, it has been a common practice to transmit the collected data from remote locations to distant places for expert analysis. Ultrasonic volumetric 3D data compression helps to reduce the storage significantly, and ensures rapid data transmission. The capabilities of recently developed reconfigurable platforms can be efficiently utilised to achieve the performance requirements of real-time ultrasonic imaging applications. This study demonstrates three efficient implementations of ultrasonic 3D data compression algorithms in hardware design and software design on Xilinx Zynq-7020 all programmable SoC platform that embeds an ARM processor unit, and OpenCL design on Nvidia GT 750M GPU. Hardware design compresses the volumetric image of 33 MB into 0.42 MB in 84 ms, whereas the software design completes the compression in about 1 min, making both designs highly suitable for real-time ultrasonic imaging applications. OpenCL implementation provides similar flexibility as that of software design at a higher computational load, requiring around 1 s to complete compression operation, which makes it more attractive, since it is adaptable to various platforms. Furthermore, all three implementations provide a compression ratio of 98.7% with high-quality signal reconstruction.
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